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ABASTRACT 

U.S. Landsat Analysis Ready Data (ARD) recently included the Land Surface Temperature (LST) product, which contains 

widespread and irregularly-shaped missing pixels due to cloud contamination or incomplete satellite coverage. Many 

analyses rely on complete LST images therefore techniques that accurately fill data gaps are needed. Here, the development 

of a partial-convolution based model with the U-Net like architecture to reconstruct the missing pixels in the ARD LST 

images is discussed. The original partial convolution layer is modified to consider both the convolution kernel weights and 

the number of valid pixels in the calculation of the mask correction ratio. In addition, the new partial merge layer is 

developed to merge feature maps according to their masks. Pixel reconstruction using this model was conducted using 

Landsat 8 ARD LST images in Colorado between 2014 and 2018. Complete LST patches (64x64) for two identical scenes 

acquired at different dates (up to 48 days apart) were randomly paired with ARD cloud masks to generate the model inputs. 

The model was trained for 10 epochs and the validation results show that the average RMSE values for a restored LST 

image in the unmasked, masked, and whole region are 0.29K, 1.00K, and 0.62K, respectively. In general, the model is 

capable of capturing the high-level semantics from the inputs and bridging the difference in acquisition dates for gap 

filling. The transition between the masked and unmasked regions (including the edge area of the image) in restored images 

is smooth and reflects realistic features (e.g., LST gradients). For large masked areas, the reference provides semantics at 

both low and high levels.  

Keywords: partial convolution layer; partial merge layer; satellite image inpainting; Landsat Analysis Ready Data (ARD); 

Land Surface Temperature (LST) 

 

1. INTRODUCTION 

Land Surface Temperature (LST) is an important environmental variable necessary to monitor Earth’s surface energy and 

water balance related landscape processes and responses [1]. For example, LST is the key variable in evapotranspiration 

retrievals, a parameter that has wide environmental monitoring applications including water resources management, 

precision agriculture, vegetation analysis, and climate dynamics studies [2]. LST is also an important variable for urban 

heat island and land-cover change studies [3] [4]and may be used to validate and improve the global meteorological model 

prediction [5].  

Satellite-based thermal infrared observations are ideal for deriving spatial distribution of LST at various (e.g., regional, 

and global) scales [5] [6]. For example, Landsat, Moderate Resolution Imaging Spectroradiometer (MODIS), and 

Geostationary Operation Environmental Satellite (GOES) all carry thermal infrared bands suitable for LST retrievals [7].  

Retrieved LST maps inherit missing pixel issues due to defective satellite sensors (e.g., Landsat ETM+ SLC failure) and/or 

cloud contamination (i.e., thick clouds and cloud shadows), reducing the usability of the LST maps and complicating 

image interpretation [8]. The global average cloud cover is approximately 35% with high regional variability [8], 

suggesting a large amount of LST information is missing and needs to be reconstructed. Based on complementary 

information available for satellite missing pixel reconstruction, Shen et al. 2015 [8] identified four categories of traditional 
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methods that can be used to reconstruct missing pixels in satellite images: (1) use unobscured spatial information by 

assuming that the statistical or geometrical structures are transferable (e.g., interpolation [9], propagated diffusion [10], 

variation regularization [11], and texture synthesis [12]); (2) use the spectral dependency information (e.g., [13]); (3) use 

the temporal dependency information (e.g., temporal replacement [14], temporal filtering [15], and dictionary learning 

[16]); and (4) use information from the combination of the other three categories (e.g. [17]).  

Convolutional Neural Networks (CNNs) are capable of capturing high-level features (semantics of visual structures) of 

input images by optimizing spatially-shared trainable parameters with large datasets. CNNs have achieved better 

performance than traditional approaches in many computer visual tasks such as image classification [18] [19], image 

segmentation [20], image denoising [21].  

CNNs have also been applied for image inpainting (filling gaps in an image, e.g., [22]), a technique necessary for satellite 

missing pixel reconstruction.  

When only the damaged image is available, CNNs are usually capable of finding high-level semantics and using them to 

fill missing parts if the holes are small. For example, denoising auto-encoders [23] or blind inpainting [24] are capable of 

reconstructing input images from local corruptions. However, if the holes are large (e.g., missing of entire objects) or if 

scenes are complex, it is harder to extract sufficient high-level context from the damaged image alone for recovering the 

image [25]. In addition, the initialization values of large holes can introduce various types of visual artifacts that necessitate 

expansive post-processing [26]. 

One solution is to assume the dataset (e.g., CelebA [27]) is composed of images with similar high-level semantics and 

borrow the shared features from complete images within the dataset to recover the damaged image. For example, Pathak 

et al. 2016 [22] proposed the context encoder to fill larger missing area of an image. The context encoder is capable of 

capturing the semantics of visual structures and generating sharp results by considering both the per-pixel reconstruction 

loss and the adversarial loss. To utilize the shared high-level semantics both during training and inference, Yeh et al. 2017 

[25] trained a Generative Adversarial Networks (GANs, e.g. [28]) with uncorrupted image dataset, applied the trained 

generator on the corrupted image, searched for the closest encoding features from the entire image dataset, and generated 

the missing content using the trained generator. Yu et al. 2018 [29] used the contextual attention layers as part of the 

generative network to refine the inpainting results. 

Another solution is to find image(s) of the same object taken at another time. This is nearly impossible for natural images 

(e.g., ImageNet [30]), however, easy to obtain for satellite images. Unlike natural images, satellite images are usually 

acquired periodically over the identical scene (e.g., Landsat 8 has a revisit frequency of 16 days). There have been CNNs 

using such reference images to provide high-quality semantics for missing pixel reconstruction or super resolution on 

satellite images (e.g., [31] [32]).  

In this study, we use the reference image to provide high-level semantics. To reduce the land-use-change induced 

mismatch, we limit the difference of acquisition dates between the reference (i.e., complete) and the target (i.e., damaged) 

images to be less than or equal to 48 days. We adopt the U-Net architecture [20] as the base model to fill the missing pixels 

in the Landsat LST images. The typical convolution in the encoders are replaced with the partial convolution and the 

corresponding mask-update steps as proposed by Liu et al. 2018 [26] (which are independent of the initialization values 

in the holes). The partial convolution results from the reference and target images are combined into a complete image as 

the U-Net skip link at each encoder level by the proposed partial merge layer.   

In summary, the key contribution of this work is the development of missing pixel reconstruction methodology for satellite 

images (i.e., Landsat LST).  Key features of this methodology include: 

(1) Consideration of both the convolution kernel weights and the number of valid pixels in the partial convolution layer 

to calculate the correction ratio instead of only accounting for the number of valid pixels in the local sliding window.  

(2) Utilization of the partial merge layer to merge spatially-matched incomplete and complete images through an input-

weighted convolution. The input-weights are dynamically assigned by the relative pointwise (across-feature) 

importance. The relative importance of a feature is determined based on its mask value and the total number of valid 

features at the pixel. Similar to the partial convolution layer, the convolution results are corrected by considering the 

convolution kernel weights, the number of valid pixels, and the relative feature importance. The merge layer is the 

special case of the partial merge layer where inputs are complete other than in the padded area. 

 



 

 
 

 

2. METHODOLOGY AND DATA 

 

2.1 Detailed layer description 

2.1.1 Partial Convolution Layer (original and modified) 

The original Partial Convolution layer (pconv) developed by Liu et al. 2018 [26] extends the classical 2D convolution with 

the mask ratio correction and the mask updating step as expressed in the following equations: 
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X (H,W,Fin) is the input image(s) (with missing values) for the current convolution (sliding) window. H and W represent 

the height and width of the convolution window. Fin denotes the number of feature layers in X. M is the corresponding 

binary mask(s) (1: good pixel; 0: missing pixel). Wj (H,W,Fin) are the weights of the convolution kernel for the jth output 

image and b is the corresponding bias. The symbol ○·  indicates the element-wise multiplication. The term pconv

jratio (Eq. 

(3)) represents the mask correction ratio (>=1) that serves to scale the convolution results to those as if there are no missing 

values (or pixels) in X by accounting for the number of unmasked pixels. The matrix 1 has the same shape (H,W,Fin) as 

M but all of its elements have the value 1. xj’ is the jth output feature of the convolution window (scalar). To have a bounded 

and meaningful xj’, the sum(M) must be greater than 0; otherwise, a fill value 0 for xj’ will be set. Similarly, the output 

mask is generated with Eq. (2). Both X and M are zero-padded to allow the convolution operation around the image edge. 

The new images populated by xj’ and mj’ will have the matching shape for the potential subsequent partial convolution 

layer. 

Since there is missing information in the X, it is expected that the mask correction ratio may not perfectly restore the 

convolution results in all cases. Wj, on the other hand, can be considered as a complete matrix if trained properly. Since X 

and Wj both contribute to the partial convolution results, we modified the original mask correction ratio with the absolute-

weighted mask correction ratio to better utilize the known information about Wj in restoring the convolution results. The 

modified pconv

jratio  is expressed in Eq. (4):  
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Where, the symbol |.| indicates getting the absolute values of the input matrix. 

For example, if we let Wj be a 3x3x1 kernel with values [[[1],[2],[1]], [[2],[5],[2]], [[1],[2],[1]]], M equal to [[[0],[0],[0]], 

[[0],[1],[1]], [[0],[0],[0]]], X with values of [[[7],[6],[5]], [[6],[5],[4]], [[4],[3],[2]]], and b being a zero, the ideal 

convolution result is sum(Wj○· (X○· 1)) = 81. For the original partial convolution, the mask correction ratio (ratioj) equals 

to 9/2=4.50, and xj’ equals to 33*4.5=148.50. For the modified partial convolution, the absolute-weighted mask correction 

ratio equals to 17/7=2.43, and xj’ equals to 80.14, which is considerably closer to the idea convolution result.  

Because the output of the partial convolution may still contain missing/filled values, the output may need to be fixed before 

passing to Batch Normalization (BN, [33]). If the output mask shows no zero values, then BN is applied directly on the 

partial convolution output; otherwise, the mean and standard deviation of the partial convolution output on good (i.e., 



 

 
 

 

unmasked) pixels are calculated, the missing (i.e., masked) pixels are replaced with random numbers drawn from a normal 

distribution with the calculated mean and standard deviation, and the replaced image is passed through BN. 

2.1.2 Partial Merge Layer 

The Partial Merge Layer (pmerge) merges an incomplete (target) image and its mask image with a spatially-matching and 

complete image (reference) through an adjusted 2D convolution (Eq. (5)):  
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X (H,W,Fref+Ftgt) represents the input image in the convolution (sliding) window that is created by concatenating the 

reference and target images along the feature dimension. H and W represent the height and width of the convolution 

window. Fref and Ftgt denote the numbers of feature layers in the reference and target images, respectively. M is the 

matching masks for X.  The mask layers corresponding to the reference images have a constant value of 1. Wj 

(H,W,Fref+Ftgt) are the weights of the convolution kernel for the jth output image and b is the corresponding bias. tM depicts 

the relative across-feature importance of the inputs during merge. F represents the collection of all input features (Fref+Ftgt). 

The term pmerge

jratio (Eq. (7)) represents the pmerge correction ratio that scales the convolution results to those as if there 

are no missing values (or pixels) in X by accounting for the absolute kernel weights, the mask, and the relative across-

feature importance. Unlike pconv

jratio , the denominator of pmerge

jratio  is guaranteed to be non-zero (positive) because the tM 

and M for the reference layer(s) are always greater than zero and Wj is not a zero matrix. As such, the conditional branch 

for sum(M)=0 is not necessary. xj' is the merged feature for the jth output image. If the mask(s) for the target image(s) are 

zero, the pmerge will only utilize the reference information to derive xj'. 

2.1.3 Merge Layer 

The Merge layer (merge) is the special case of the Partial Merge layer, where the two input sources (X) are both complete. 

Nevertheless, we still include the mask term (M) in its equation to account for convolution over zero-padded edge regions. 

The relative across-feature importance term is ignored because, even in the edge area, each feature has equal relative 

contribution (i.e., 1/Fin) to the merge result. Eqs. (8) and (9) shows the calculation of merge in the convolution (sliding) 

window: 

   ' sum merge

j j jx ratio b W X M   (8) 

 
 
 

sum

sum

jmerge

j

j

ratio 
W 1

W M
  (9) 

Where, X is the stack of two complete input images. M are the matching masks for X. In the edge area, both X and M are 

padded with zeros. 

2.1.4 Encoder Layer 

The Encoder Layer (ec) is based on the pconv and pmerge layers. It takes a complete image (reference) and a spatially-

matched incomplete image (masked target) along with its mask as the inputs, pass them through the same pconv layer (i.e., 

shared weights) to get the two convoluted images ( pconv

refI  and 
,

pconv

tgt mskI ) and the updated mask (
,

pconv

mask updtI ). The masked values 

in 
,

pconv

tgt mskI
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as the Layer’s two outputs. In addition, the ec layer merges the original pconv

refI  and 
,

pconv

tgt mskI with the pmerge layer. The 

merged image (
pmerge

I ) is used to gradually restore the spatial resolution in the corresponding decoder.  

2.1.5 Decoder Layer 

The Decoder Layer (dc) is based on the merge layer. It takes a lower-resolution image and a spatially-matched higher-

resolution image as the inputs, up-samples the lower-resolution image to match the higher resolution, passes them through 

the merge layer, performs BN, activates the output image with the LeakyReLU function (α=0.3), and exports the activated 

image ( merge

actI ) as the layer’s output. The lower-resolution image comes from either the last ec layer’s target-side activated 

image (i.e., 4

g , ,

pconv

t t msk actI ) or from the previous dc layer’s activated output ( merge

actI ). The spatially-matched higher-resolution 

image comes from either the partial merged image ( pmerge
I ) of the matching ec layer or the original reference image.  

 
2.2 Complete model architecture 

We adopt a U-net like (encoder-decoder) architecture similar to Liu et al. 2018 [26] and others [34] [20] for the missing 

pixel reconstruct model. The detailed design of the model is summarized in Table 1. 

Inputs: Two 3-channel images ( input

refI , 
,

input

tgt mskI ) and one mask image (
input

maskI ) are the inputs to the model. One of the 3-channel 

image ( input

refI ) contains the reference image, the acquisition day-of-year (DOY) of the reference (DOYref), and the DOY 

difference between the target and the reference images (DOYtgt – DOYref). The two DOY related channel have constant 

values with their sizes set to match the size of the reference image. The other 3-channel image (
,

input

tgt mskI ) contains the masked 

target image, DOYtgt, and DOYref – DOYtgt.  

Encoder path: The model passes the inputs through 5 ec layers sequentially to gradually fill the missing pixels, reduce 

spatial size, capture higher semantic information, and create complete, merged image pyramids for the corresponding 

decoders. The first ec layer outputs 64 features. The numbers of output features are twice as large as the number of input 

features in the subsequent ec layers and plateaus after reaching 512. The first two ec layers use the 7x7 and 5x5 kernels 

respectively and the rest ec layers use the 3x3 kernels.  

Decoder path: The output of last ec layer ( 4

, ,

pconv

tgt msk actI ) as well as the merged image from the second to the last ec layer (

3pmerge
I ) are passed into the top decoder layer (dc4) to increase the spatial resolution through the up-sampling and merge 

operations. In the lower level decoder layers (except for the level 0), the output from the decoder one level above and the 

merged image from the encoder one level below are processed the in the same manner. In dc0, input

refI serves as the merged 

image to provide the complete higher resolution information. The merged images from the encoders and input

refI allow the 

model to recover sharp object boundaries gradually in the decoder path [34]. 

In both the encoder and decoder paths, no dilation is used in their convolutions and separable (depthwise and pointwise) 

convolution is used in place of full convolution to reduce model complexity and accelerate the computation. 

Linear_conv: The output of the decoder path is activated by the LeakyReLU function. This linear 1x1 convolution slightly 

scales the distribution of the final decoder output. 

Msdcorrect: This layer performs a per-sample linear correction so that the distribution of 
_linear conv

I  can better match that 

of the masked target image. Specifically, the following steps are performed:  1)  means and standard deviations of the 

masked target image (
, [:,:,:,0]input

tgt mskI ) in the unmasked region (
input

maskI ==1) are calculated; 2) means and standard deviations 

of the linear_conv output (
_linear conv

I ) both in the entire image and in the unmasked region are calculated; 3) the mean of  

_linear conv
I  in the entire image is temporarily removed from 

_linear conv
I ; 4) the zero-mean 

_linear conv
I  (entire image) is 

multiplied by the ratio between the standard deviations of 
, [:,:,:,0]input

tgt mskI  and the original 
_linear conv

I  (both in the unmasked 

region); 5) the means of 
_linear conv

I (for entire original image), as well as the difference between the means of 
, [:,:,:,0]input

tgt mskI  

and the original 
_linear conv

I  (in the unmasked region), are added back to generate the final model output.  



 

 
 

 

Output: The model forward path generates the restored image Iout for the masked target with the same spatial dimensions.  

 
2.3 Loss functions: 

The goal of the model is to restore the masked target image with high accuracy. Therefore, we first define the two per-

pixel losses, one for the unmasked region (valid, Lunmasked or Lvalid) and the other for the masked region (hole, Lmasked or 

Lhole), as: 
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Where, Igt is ground truth image, which is the complete target image. M is the corresponding binary mask image. Iout is 

the model prediction (the restored target image).  

Furthermore, to force the model to preserve the sharpness of the image, particularly near the transition area, we introduce 

the losses on the Sobel filtered images for the two regions: 
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Where, Sobel() is the function that returns the two Sobel edge maps. R() is function that calculates the correlation 

coefficient between the two given images. Iref is the input reference image that matches the Igt. Icomp is the combination of 

the unmasked part of Igt and the masked part of Iout. This is performed to relax the requirement on the model performance 

if the reference image is not well correlated with the ground truth image. 

In addition, all kernels and bias in the encoder and decoder paths are also subject to the l2 regularization loss , 2regularizations lL

. 

Finally, the total loss is calculated as the weighted sum of the losses functions defined above. 

 7

, , , 21.0 1.0 0.25 0.25 2total unmasked masked edge unmasked edge masked regularizations lL L L L L e L       (14) 

Where, the weights were determined by hyperparameter searching. 

 
2.4 Dataset preparation 

Data source: The original Landsat 8 Analysis Ready Data (ARD) Land Surface Temperature tiles [35] overlapped with 

Colorado  between 2014 and 2018 with cloud cover < 80% and cloud shadow < 80% are downloaded from EarthExplorer 

(https://earthexplorer.usgs.gov/) using its Bulk Download Application (BDA).  

Preprocessing: The Surface Temperature (ST) and two associated Quality Assessment (QA) layers were extracted from 

the downloaded tiles, converted to the same Int16 type, and stacked by acquisition date using the GDAL python API. The 

preprocessed images (.tif) were first uploaded to Google Cloud Storage buckets using gsutil commands. These .tif files 

along with 52 tile-based and layer-based metadata (such as acquisition date, fill value, scale factor, and data type) were 

eventually transferred to a Google Earth Engine (GEE) asset (ImageCollection ID: 

projects/ColoradoView/Landsat/ARD/8) using the GEE command-line utilities.  

https://earthexplorer.usgs.gov/


 

 
 

 

Reference and target LST image pairs: In this step, pairs of spatially-matched cloud-free images were sampled from 

Landsat 8 ARD LST image using GEE Python API. Note that in this study pixels with QA label ‘fill’ or ‘cloud’ are both 

considered as cloudy pixels (i.e., bad/missing pixels). A buffered mask image for every LST image was first created with 

the mask pixel value equal to 1 indicating no cloudy pixels are within the given Chebyshev distance (i.e., 32 pixels) from 

the current pixel or 0 indicating there is at least one cloudy pixels within that distance. For any two dates that are less than 

48 days apart, the two LST images as well as their buffered mask images were gathered, pixels with the mask value 1 on 

both images were determined, a small fraction (i.e., ~1/652) of these pixels were randomly chosen as central pixels, LST 

patches (65x65 array images) surrounding these central pixels from the two days were exported as pairs of reference and 

target LST image pairs. Key GEE (Python) APIs used in this step include: ee.Image methods (e.g., addBands, updateMask, 

bitwiseAnd, And, reduceRegion, fastDistanceTransform, stratifiedSample, neighborhoodToArray), ee.ImageCollection 

methods (e.g., filterDate, map, mosaic), and ee.batch.Export.table.toAsset. 

Cloud mask images: Raw cloud mask images were first sampled from Landsat 8 ARD LST QA images using similar GEE 

APIs. To improve computation speed, the raw cloud masks were generated to ensure they contained at least one good pixel 

and one bad pixel but without the information of the precise cloud percentage. The precise cloud percentage in each raw 

mask was determined after the GEE export. The masks with cloud percentage between 10% and 60% were retained. They 

were augmented by rotations, flips, and their combinations.  

Assembled dataset: The reference and target LST images are randomly paired (zipped) with the cloud mask images. The 

masked target images were created by the element-wise multiplication (between mask and target image). There are a total 

of 5.6 million pairs of zipped data generated for this study. They are sharded once into 1000 files to reduce the necessity 

of large buffer size for shuffling during the training. 95% of the files are used for training and the rest 5% are reserved for 

validation. The data are standardized using tensorflow_transform and apache_beam functions on Google Cloud Platform 

(GCP) DataFlow (worker machine type: n1-highmem-16, processing time: ~3 hours).  

 

2.5 Implementation 

The model is implemented in TensorFlow [36] using its high-end Keras API (v1.14). Custom layers pconv, pmerge, merge, 

ec, and dc are sub-classed from tf.keras.layers.Layer. Layer linear_conv is an instance of tf.keras.layers.Conv2D. Layer 

msdcorrect is implemented in a function wrapped by tf.keras.layers.Lambda. Inputs are wired through multiple 

tf.keras.layers.Input. Lambda layers with single tf.identity function are used extensively for compartmentation between 

the custom layers. The complete model is composed of these Layers using the Keras functional model API 

(tf.keras.Model). The total number of parameters is approximately 1.97 million.  

Each of the custom layers is tested individually in Google Colab with sample data before assembled. 

The training routine follows the standard Keras procedure: (1) model creation, (2) model compilation, and (3) model 

fitting. The first two steps are optionally conducted within the tf.distribute.MirroredStrategy scope to utilize multiple GPUs 

during training.  

The model is trained on Google Cloud Platform (GCP) (AI Platform) using the base machine n1-standard-8 (8 vCPU, 30 

GB memory) plus two NVIDIA Tesla V100 GPUs. The training time per epoch (including validation) is around 1.5 hours. 

Key hyperparameters include global_batch_size (512), initial_learning_rate (8e-5), regularization_factor (2e-7), 

mask_weight (1.0), edge_weight (0.25). The decay of the learning rate is scheduled as follows: the first 3 epochs uses the 

initial learning rate; epochs 4-7 uses the halved rate; epochs 8-10 uses the one-fifth rate; and the further epochs uses the 

one-tenth rate. Hyperparameter searching is conducted on 10% of the training dataset for 1 epoch. 

  



 

 
 

 

 
Table 1. Details of the missing pixel reconstruct model. BN stands for Batch Normalization. ‘Both’ means the sub-layer 

provides outputs both before and after BN. BN for all encoders (ec0-4) requires the special treatment to replace any missing 

values with random numbers (drawn from the normal distribution with mean and standard deviation matching the unmasked 

part). The upsample method is ‘Nearest’. Alpha is 0.3 for all LeakyReLU. The model inputs are highlighted in blue and the 

output is highlighted in red.  

Module 

Name 
Sub-Layer 

Filter  

Size 

Out 

filters 

Stride/ 

UpFactor 
BN? 

Act.  

Func. 
Inputs Outputs 

ec0 pconv0 7x7 64 2 Both ReLU input

refI  
0pconv

refI
0

,

pconv

ref actI  

 pconv0 7x7 64 2 Both ReLU 
,

input

tgt mskI
input

maskI  
0

,

pconv

tgt mskI
0

, ,

pconv

tgt msk actI
0

,

pconv

mask updtI  

 pmerge0 3x3 64 1 N - 0pconv

refI
0

,

pconv

tgt mskI  
0pmerge

I  

ec1 pconv1 5x5 128 2 Both ReLU 0

,

pconv

ref actI  
1pconv

refI
1

,

pconv

ref actI  

 pconv1 5x5 128 2 Both ReLU 0

, ,

pconv

tgt msk actI
0

,

pconv

mask updtI  
1

,

pconv

tgt mskI
1

, ,

pconv

tgt msk actI
1

,

pconv

mask updtI  

 pmerge1 3x3 128 1 N - 1pconv

refI
1

,

pconv

tgt mskI  
1pmerge

I  

ec2 pconv2 3x3 256 2 Both ReLU 1

,

pconv

ref actI  
2pconv

refI
2

,

pconv

ref actI  

 pconv2 3x3 256 2 Both ReLU 1

, ,

pconv

tgt msk actI
1

,

pconv

mask updtI  
2

,

pconv

tgt mskI
2

, ,

pconv

tgt msk actI
2

,

pconv

mask updtI  

 pmerge2 3x3 256 1 N - 2pconv

refI
2
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3. RESULTS AND DISCUSSION 

Validation metrics (the total loss, all components in the total loss, and the unweighted whole-image MSE all decreased 

monotonically in the 10 epochs. However, as the learning rate drops with more epochs, the improvement of these metrics 

slowed. The RMSEs in the original Kelvin scale are also estimated for the applicable MSE metrics. The weighted 

regularization loss at the end of epoch 10 is approximately 4.708e-4, which accounts for 10.8% of the total validation loss 

or 11.1% of the total training loss.  

The validation of the model shows that the per-image RMSE values for the restored LST image in the unmasked, masked, 

and whole region are 0.29K, 1.00K, and 0.62K, respectively. The edge losses are also higher in the masked region (i.e., 

0.0111, unscaled from the model output) than in the unmasked region (i.e., 0.0033, unscaled as well). The validation 

dataset has an average cloud fraction of 0.27 and an average correlation coefficient of 0.67 between the reference and 

target images. The per-image variance of the target image is 4.48 (or 2.12 K for the per-image standard deviation). 

 

 

CF: 0.52 

R(Iref,Igt): 0.68 

VARgt: 7.28 

RMSE: 0.23 K 

 

CF: 0.54 

R(Iref,Igt): 0.99 

VARgt: 6.28 

RMSE: 0.24 K 

 

CF: 0.50 

R(Iref,Igt): 0.14 

VARgt: 3.06 

RMSE: 0.38 K 

Figure 1. Model validation examples from the cloud fraction group 0.498-0.595 (quantile range: 0.95-1.00). The subplots in 

each example from left to right refer to (1) the reference image (Iref), (2) the to-be-recovered masked target image (M○· Igt), 

(3) the complete target image (ground truth, Igt), (4) the model prediction (Iout), and (5) Icomp, the mosaic of the unmasked 

part of Igt and the masked part of Iout. The metrics on the right refer to: (1) CF: the cloud (missing) fraction of the mask, (2) 

R(Iref,Igt): the correlation coefficient between the Iref and Igt, (3) the variance of Igt, and (4) the root mean square error 

(RMSE) between Iout and Igt (unit: K).  
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CF: 0.50 

R(Iref,Igt): 0.90 

VARgt: 9.33 

RMSE: 0.23 K 
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R(Iref,Igt): 0.99 

VARgt: 3.20 

RMSE: 0.23 K 

Figure 2. Model validation examples from the cloud fraction group 0.468-0.498 (quantile range: 0.90-0.95). The notations 

are the same as in Figure 1.  

 

Since it is more challenging to restore images that are heavily masked and/or have high LST variance, we choose test cases 

with the target variance in the higher half from the validation dataset and the cloud fraction in the five medium to high 

quantiles (i.e., quantiles 0.45-0.5, 0.70-0.75, 0.85-0.90, 0.90-0.95, and 0.95-1.00). Figure 1 to Figure 5 show the model 

performance on 16 such cases. They are separated into five figures according to their cloud fractions.  

For all 16 cases, the transition between the masked and unmasked as well as in the image boundary are smooth and 

unbiased particularly in the model prediction (Iout). This indicates that the proposed mask correction ratios in the pconv 

and pmerge layers scale the partially convoluted values correctly.  

For cases with high (e.g., >0.7) correlation between the reference and target images (e.g. Figure 1(b)), both sharp local 

patterns (e.g., Figure 2(a)) and high-level semantics (e.g., Figure 2(b) and (c), Figure 3(a)) are recovered by merging 

information from the reference counterparts. In contrast, for cases with low correlation coefficients (e.g., < 0.3), the model 

relies more on gradually expanding the unmasked information in the target to fill the holes (e.g., Figure 4(a), Figure 5(a)). 

As a result, the restored images for these cases may be blurrier (e.g., Figure 4(a), Figure 5(b)). 

For partially correlated cases (e.g., Figure 3(b)), the unmatched high-level pattern (e.g., the bottom crop circle) from the 

reference image is ignored. However, the unmatched low-level structure from the reference image may be “copied” into 

the recovered image (e.g., the vertical stripes surrounding the bottom crop circle). 

Many of these cases show large mean LST difference between the reference and target images (e.g., Figure 2(a)) resulting 

from differences in image collection dates. Despite this, the model still restores the masked features reasonably well, 

suggesting that the non-linear LST-date relationship has been taken into account to adjust the LST scales. 
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CF: 0.44 

R(Iref,Igt): 0.95 

VARgt: 7.07 

RMSE: 0.27 K 
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RMSE: 0.27 K 
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VARgt: 4.54 

RMSE: 0.27 K 
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R(Iref,Igt): 0.88 

VARgt: 4.25 

RMSE: 0.24 K 

Figure 3. Model validation examples from the cloud fraction group 0.442-0.468 (quantile range: 0.85-0.90). The notations 

are the same as in Figure 1.  
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CF: 0.35 

R(Iref,Igt): 0.09 

VARgt: 3.90 

RMSE: 0.26 K 

 

CF: 0.36 

R(Iref,Igt): 0.05 

VARgt: 3.96 

RMSE: 0.29 K 

 

CF: 0.37 

R(Iref,Igt): 0.03 

VARgt: 4.85 

RMSE: 0.27 K 

Figure 4. Model validation examples from the cloud fraction group 0.335-0.374 (quantile range: 0.70-0.75). The notations 

are the same as in Figure 1.  

 

 

 

CF: 0.23 

R(Iref,Igt): 0.10 

VARgt: 3.81 

RMSE: 0.22 K 

 

CF: 0.23 

R(Iref,Igt): 0.25 

VARgt: 3.59 

RMSE: 0.18 K 

Figure 5. Model validation examples from the cloud fraction group 0.226-0.250 (quantile range: 0.45-0.50). The notations 

are the same as in Figure 1.   
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Figure 6. The mean metrics of the 20 quantile groups for the three aspects: (a) the correlation coefficient between the 

reference and the target images, (b) the variance of the target image, and (c) the cloud fraction. Note that not all metrics in 

this figure are comparable or having particular physical meanings.   
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Three aspects of the inputs are thought to affect model performance: (1) the strength of the (linear) correlation between 

the complete reference and target (ground truth) images R(Iref, Igt), (2) the variation of the target image, and (3) the fraction 

of the missing part (i.e., the cloud fraction).  

The six metrics of the entire validation dataset (283,000 records) were aggregated by 20 quantiles for each of the three 

aspects (Figure 6).  

For the correlation coefficient R(Iref, Igt) (r for short), the model’s performance is generally independent of r. For example, 

the three MSEs are either invariant with r (i.e., Lunmasked and Lwhole) or slightly negatively correlated with r (i.e., Lmask). The 

masked edge loss (i.e., Ledge,masked, dark blue triangles in Figure 6(a)) show a clear positive correlation with r (up to 0.8) 

because the loss contains the absolute r as a multiplier. Both the masked and unmasked edge losses show faster increase 

rates as r approaches one (i.e., between 0.8 and 1.0). Similarly, the total loss (excluding the regularization loss) shows a 

flat pattern until r=0.8 and slightly increases as r goes higher. The explanation for these (unmasked edge and total losses) 

patterns is unclear and warrants further investigation. However, they may suggest that either 1) for the 64x64 LST dataset 

the model only needs the semantics in the unmasked part of the target to reconstruct the whole image and ignores the 

information from the reference image (i.e., the current model has not fully utilized the information in the reference image); 

or 2) the model found an imperfect balance between information extracted from the reference and the unmasked target 

depending on r.  

All metrics show consistently exponential increases as the target’s variance increases. The pattern is expected as larger 

variance usually indicating more complex spatial context and more missing information for the same mask. Increasing the 

model complexity and the size of the training samples may alleviate this problem.  

In general, most of the metrics are positively correlated with the cloud fraction as expected. Although there are no 

consistent monotonic patterns, the variances of these metrics are increasing consistently as the cloud fraction increases. 

This may be partly explained by the distribution of the training samples in terms of cloud fraction where the number of 

samples is decreasing with the cloud fraction (data not shown). To reduce the high variance for the higher cloud fractions, 

a more balanced training dataset across all cloud fractions may be necessary.   

 

4. CONCLUSIONS 

We developed the missing pixel reconstruct model in a U-net like architecture that includes an improved mask correction 

ratio for the partial convolution layer and newly developed partial merge layer. The model was applied on the Landsat 8 

ARD LST product to restore large holes due to cloud contamination. A spatially-matched complete reference image with 

an adjacent acquisition date (up to 48 days) was found for each of the incomplete target image to supplement the missing 

semantics in holes. The validation results (after the 10-epoch training) show that the average RMSE values for a restored 

LST image in the unmasked, masked, and whole region are 0.29K, 1.00K, and 0.62K, respectively. In general, the model 

is capable of capturing the high-level semantics from the inputs and bridging the difference in acquisition dates for gap 

filling. The transition between the masked and unmasked regions (including the edge area of the image) is smooth and 

reflected realistic features (e.g., LST gradients). For large masked areas, the reference provides semantics at both low and 

high levels. Interestingly, higher correlation between the reference and target images was not positively related to the 

model performance. To further improve of the model performance, future investigations may focus on 1) preparing more 

balanced training data in terms of cloud fraction, and 2) introducing mechanisms (such as gating) to merge the reference 

information according to its correlation to the unmasked target.  
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